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Abstract

Optical fiber has huge transmission capacity. On the other hand optical technology is still in its infancy, and conversions between electrical and optical environment are relatively slow compared to the transmission capacity [1]. Thus, in optical networks the processing power, instead of bandwidth, is the limiting factor. Therefore, the requirements for the MAC protocol are different in the optical network than in the traditional electronic network. In this paper these basic requirements are discussed and the MAC protocols proposed for optical packet/burst switching networks are introduced. Additionally, MAC protocols of slotted optical rings are discussed and compared in more detail.  

 Introduction

In optical networks the theoretical capacity is huge. Potential bandwidth is more than 50 terabits per second [2]. The problem is that while the signals are converted into electronic form in the nodes, a part of this capacity is lost. The capacity of electronic devices is a few gigabits and thus the end user can transmit at this rate. Diving the bandwidth to multiple users is thus needed in order to use the resources efficiently. In optical networks the bandwidth can be divided with time division multiplexing (TDM), with code division multiplexing (CDM) or with wavelength division multiplexing (WDM). Often a combination of these alternatives is used.

The problem of TDM is the high switching speed needed. Because the limiting resource is the rate of the electronic devices, using TDM alone is no a very reasonable choice. CDM has the same problem.  The principle of WDM is similar to FDM; each channel corresponds to a specific wavelength band. The theoretical limit of WDM is close to one thousand channels per fibre [2] and today’s systems use 160 channels. 

Many WDM devices and networks are commercially available today. WDM can be used in circuit switching, and the WDM networks commercially available are of this type. However, especially in MAN and LAN networks, using circuit switching is inefficient, because the bit streams are relatively short [3]. Therefore there is a need for optical packet or optical burst switching. This paper considers the MAC protocols for this kind of networks. Because optical environment differs from traditional electronic environment, the requirements for MAC protocols are also different. The main difference is that in electronic networks the limiting factor is the bandwidth, while in optical networks there is enough bandwidth and the processing power is the scarce source. Thus, in optical environment the packets compete rather for processing time in the nodes than for the transmission channels. The most important factors of the performance of the MAC protocols in optical networks are:

· Throughput

· Delay

· Fairness

· Buffer requirements

· Number and cost of components needed

In this paper, especially the MAC protocols used in optical rings are discussed. Common properties for these protocols are that 

· WDM is in use, which means that there are several wavelength channels.

·  Time is divided into slots of fixed length.

In Chapter 2 the basics of optical networks and optical devices are introduced. In Chapter 3 the MAC protocols used in these networks are discussed in general. In Chapter 4 the most interesting protocols for optical rings are discussed. Chapter 5 is for conclusions.  

 Introduction to Optical Networks

This chapter aims to give the reader a view of the basic properties of optical packet and burst switching networks. The basic concepts are introduced and the most important requirements are discussed.

Optical vs. Electronic Networks

Fibre-optic technology has many benefits over electronic technology. More bandwidth can be obtained with the fibre, which is also thinner, lighter and cheaper than the traditional cable. The attenuation rate is lower, which means that signals can be transmitted over longer distances without regeneration. For further information on optical networks, see [1].

On the other hand the technology is still in its infancy. The technologies that are successfully used in electronic networks may not necessarily work in optical environment. In a nutshell, it can be said that while the transmission media is the bottleneck in electronic environment, in optical networks the media is fast and the processing delay in the network nodes is the limiting factor.

Optical Packet Switching and Optical Burst Switching

Burst switching is and intermediate form of circuit and packet switching. A burst is a data unit that consists of a number of higher layer packets. Each burst is connected to a control packet that contains the control and address information. In the edge of the network the higher layer packets are gathered into bursts of variable lengths. A control packet (i.e. bursts header) is then sent in separate channel to allocate for the transmission channels. After a certain time called the offset time the burst is sent after the control packet. 

Table 1:Differences between optical packet and burst switching

	Optical packet
	Optical burst

	An optical packet consists of one higher layer packet and some additional data (including header).
	An optical burst can consist of any number of packets between the minimum and maximum value.

	The header of optical packet is usually transmitted immediately before the payload at the same channel.
	The header of the burst, control packet, is usually sent in its own channel. There is an offset time between the control packet and the burst. 




Sometimes the differences between optical packet and optical burst switching are minor. For instance, there are propositions for optical packet switching networks, with the assumptions [4]

· Slotted optical ring

· W channels for data and one for packet headers.

These assumptions are similar to the assumptions for the proposition of optical burst switching network [6]:

· Slotted optical ring

· W channels for data and one for control packets 

It is reasonable to compare the MAC protocols in optical packet switching network to MAC protocols in the similar burst switching networks. The main difference between these approaches is that because optical bursts are longer and there is an offset time between the burst and the header, longer processing times can be tolerated in burst switching networks.

Network Topologies

There are several different possible network topologies [1,2], as illustrated in Figure 1. Bus, star and ring topologies are quite simple to implement, while the mesh topology is in general more complex but on the other hand also more efficient. Because of the infancy of the optical technology, mesh topology is not used. The bus topology, on the other hand is inefficient compared to two other remaining alternatives. Most of the MAC protocols proposed for optical networks are meant either for star topology or for ring topology.  The main different between these two is that the star topology is centralized, while in the ring topology the network control is distributed.   


Figure 1: The network topologies

Basic Devices

Properties of optical components are out of the scope of this study. However, to understand the descriptions of the MAC protocols, it is important to be familiar with a few basic devices used in optical switches. Optical transmitters and receivers can be either fixed or tunable. Fixed transmitters can transmit only with one specific wavelength, while tunable transmitters can be tuned to different wavelengths. Similarly, fixed receivers can receive with one specific channel, while tunable receivers can receive packets from several different channels consecutively.

Tunable devices are more flexible and in most case also more efficient. On the other hand, if the receiver has to receive packets from different channels consecutively, it has to be tuned from one wavelength to another really fast. Thus, tunable devices are complex and costly to implement.

It is not easy to decide, whether to use tunable or fixed devices. For instance, in some optical ring networks there are W+1 channels. One channel is allocated for control signalling. It is clear that one fixed transmitter and one fixed receiver should be used at each node for this purpose. In addition to this, however, every node needs one of the following combinations. (Note that using and array of fixed transmitters and one fixed receiver is not reasonable.)  

· A tunable transmitter and a fixed receiver

· A fixed transmitter and a tunable receiver

· A fixed transmitter and an array of fixed receivers.

If receivers are fixed, every receiver has one channel allocated for it. All packets that are sent with that wavelength – and only these packets – are directed to the receiver. In this case, if the channel is free, when a transmitting node tries to send, the transmission is successful because there are no destination conflicts. If transmitters are fixed, the payload channels are allocated for the source nodes instead of destinations. In this case, every node can transmit without worrying about transmission conflicts, because no other node can transmit with the same wavelength. However, it is possible that several packets arrive at the same node at the same time. The receiver can be tuned to one wavelength at the time, and thus all the arriving packets but one are lost. If an array of fixed receivers is used instead of the tunable receiver, the conflicts are solved. However, using W receivers at each of the nodes becomes very expensive, when the number of wavelength channels increases. Additionally, more electronic components are needed.  

The Proposed MAC Protocols

In this chapter several MAC-protocols proposed for optical networks are introduced. The MAC protocols are classified into several different categories. The purpose of this chapter is to give the reader a view to the different kinds of MAC protocols that can be used in optical networks.

Classification of the MAC Protocols

There are several parameters that can be used when classifying the MAC protocols:

· Topology: Is the protocol proposed for bus, star or ring networks, or can it be used in all of them.

· Use of transmitters and receivers: How many tunable/fixed devices are needed.

· Use of channels: How many control channels and how many wavelength channels are used. Is the number fixed or can it be changed.

· Tell and go: Can the data be transmitted immediately, or is there some kind of waiting time. 

· Access strategy: Is access strategy a priori or a posteriori  [5].

· Channel contention: Is it possible that the packets try to allocate for the same time slot.

· Destination conflicts: Is it possible that several packets arrive at the same destination node at the same time.

In this chapter the MAC protocols are classified into several different categories. Some of the protocols belong to more than one class. However, they are added only to one of the classes. Thus this classification is not the only possible one. The purpose of this chapter is not to classify the different protocols, but to give the reader a view of the different kinds of MAC protocols that can be used in optical networks. 

ALOHA-Based protocols

ALOHA and Slotted ALOHA 

 The ALOHA-based protocols are well known, because they have been used in electrical networks. The operational principle of the basic ALOHA protocol is that the source randomly and sends a packet to the network when ever a packet arrives. If none of the other nodes tries to use the same time slot, the transmission is successful [9].

In WDM network, the arriving packet is sent to a randomly chosen channel [1]. Each packet is connected to a control packet that contains information about the sender and the receiver. According to this information the destination node identifies the packets that are sent to it. And can tune it receiver to the right wavelength. Slotted ALOHA is otherwise similar to the basic ALOHA protocol, but the channels are slotted into fixed length time slots. The packets can be sent only at the beginning of a time slot and their length have to be an integer multiple of the slot length.

The main benefit of the ALOHA protocol is its simplicity. Additionally, the number of the channels can be freely chosen. On the other hand, the basic ALOHA has low throughput, tunable receivers and tunable transmitters are needed at each node and each node has to read and process all the control signalling information, because it does not know, when or at which channel the is packets for it.

Interleaved Slotted ALOHA (I-SA) and its Variation Interleaved Slotted ALOHA *(I-SA*) 

These protocols differ from the basic ALOHA protocols in that that after sending the control packet they wait for acknowledgement from the destination node before sending the data packet (or any other data packets in the same queue). If the acknowledgement does not arrive fast enough, it is assumed that the transmission has failed. In I-SA the data packets wait for the transmission in a single queue, while in I-SA* each node has N-1 queues – one for each destination node. The benefit of I-SA* is the possibility to send packets to other nodes while waiting for the acknowledgement for one destination node. 

As the basic ALOHA protocols, these two protocols are simple. I-SA and I-SA* need relatively little processing. One tunable transmitter and one fixed receiver per node are needed. Because of waiting for the acknowledgements, the protocols have long delay compared to many others protocols. For further information, see [2]. 

None of the ALOHA based protocols has gathered great interest in the research community. 

Protocols for Bus Topology

FairNet

FairNet is a protocol designed for the bus topology. Each node has a fixed receiver and a tunable transmitter. At each node the packets that are to be transmitted are buffered according to the destination into one of the N-1 transmit queues. At each time slot, the node chooses a queue with probability pi. If the queue contains a packet and if the time slot in the channel corresponding to the queue is empty, the packet is sent. The probabilities can be modified such that the network behaves fairly. FairNet is a quite good protocol for bus topology, but because the bus topology is not widely in use, it is not an interesting alternative in large scale. 

nDQDB

nDQDB is a generalisation of the DQDB (Distributed Queue Dual Bus) protocol. And is thus designed for bus topology. NDQDB requires fixed transmitter and a tunable receiver at each node for data transmissions. Additionally fixed transmitter and a fixed receiver are needed for the control channel. It obtains high throughput, but only with a considerable cost. The processing power needed is huge. NDQDB is not an interesting choice. For further information on MAC protocols in bus topology, see [2].

TDMA-Based Protocols

Interleaved Time Division Multiple Access (I-TDMA) and Interleaved Time Division Multiple Access *(I-TDMA*) 
All TDMA-based protocols are modified from the basic TDMA protocol of electric network. As commonly known, the basic principle of TDMA is the transmission media is divided into fixed length time slots. If there are N nodes, every Nth time slot is allocated for the same node. WDM is generally used in optical networks. Thus each wavelength channel has to be divided into fixed length time slots to make TDMA efficient in optical environment. This multichannel extension is called I-TDMA. In I-TDMA*, which is an enhancement of I-TDMA, there are W transmitter queues at each node, while in I-TDMA there is only one.

In I-TDMA and in I-TDMA* each node has a tunable transmitter and a fixed receiver. When a source node has a packet to node i, it tunes its transmitter to the wavelength corresponding to node i and sends the packet in the time slot dedicated for it.

TDMA-Collisionless (TDMA-C) 
In TDMA-C each node has a status table that contains the active status of each channel at that node. The header information is sent in the control channel. Each node gets it turn to access to the control channel according to a cyclic slot allocation scheme. The throughput is relatively high with this protocol and there are no collisions, but a tunable transmitter and both fixed and tunable receivers are needed at each node, which made the implementation quite expensive. For further information on TDMA schemes, see [2, 9].

WDMA-Based Protocols

Dynamic Time-Wavelength Division Multiaccess (DT-WDMA) 
Each node has its own home channel, with which it sends. Additionally there is a control channel at which the nodes send the packet headers. The control channel is allocated by using TDMA. When the destination node detects by monitoring the control channel that some node is sending to it, it switches the receiver to the right wavelength. If there is more than one packet, one of them is randomly chosen to the service while the others are lost. Throughput about 0.6 can be achieved [2], but much processing is needed to monitor the control channel. Packet length or bit rate must scale in proportion to the number of nodes in network. At each node, a fixed transmitter and a tunable receiver are needed for data channels. Additionally, a fixed transmitter and a fixed receiver are needed for processing the control channel.

Conflict-Free DT-WDMA 
As the name suggests, Conflict-free DT-WDMA is a modification of DT-WDMA that avoids conflicts by allocating resources before using them. In theory, high throughput can be obtained. However, reservations increase the delay. Additionally, very high processing power is needed to make this protocol work efficiently.

N-DT-WDMA 

N-DT-WDMA is a modification of DT-WDMA. Each node has its own control channel. For N nodes, 2N channels are needed. At each node, a fixed transmitter and a tunable transmitter and a fixed receiver and a tunable receiver are needed.

CDMA-Based Protocols

Optical CDMA (O-CDMA) 

Figure 2 illustrates the operational principle of Optical CDMA (O-CDMA) [7,8]. Each bit that is to be transmitted is divided into n time periods called chips. The code of the receiver determines, which chips are represented as ones and which are zeros. Note that the zero bits remain uncoded. The encoded signals are combined and broadcasted to all the destination nodes. At the destination nodes all signals (packets) but the right one are discarded. 


Figure 2: Optical CDMA

O-CDMA is a fair and flexible MAC protocol. The network control is simplified. It also provides a secure way of transmitting information. To avoid cross talk, the used codes should be chosen carefully.

Token-Based Protocols

Token Passing

Tokens that allow the transmissions are passed around the ring in round-robin order. A node can send, when it has a token allowing the transmission. Each node has an array of fixed transmitters and receivers. Therefore, there are no collisions or destinations conflicts. Additionally, the amount of processing needed is minor. The problem of this protocol is that the throughput if very low.

Round-Robin with Tokens (RR/Token) [6]

Each node has a fixed transmitter and a fixed receiver for control channel and a fixed transmitter and a tunable receiver for the payload. There is one token for each destination node. Tokens are passed around the ring in round-robin order. When a node finds a token in the control channel, it captures it and puts it in the token queue. At the start of the time slot a node servers the transmitting queues in the order of tokens in its queue. If there are no bursts in the queue corresponding to the token, a token is released immediately, otherwise the token is released after the transmission. There are no collisions, because each node has its own transmission channel. Additionally, there are no destination conflicts, because only the node with the token is allowed to transmit.  The mean throughput is relatively high, and it is fairly distributed among different connections.  Unfortunately, the mean delay is high.

Channels Dedicated Based on Source Nodes

Dynamic Allocation Scheme (DAS)

In DSA each source node has a wavelength channel allocated for it. Additionally, one wavelength is used for controlling. When a receiver notices that there is a packet sent for it, it tunes the receiver to the right wavelength. A random scheduling algorithm is used for preventing destination conflicts. With this protocol, high throughput could be obtained, but the high processing requirements make the implementation difficult. Additionally, because this is random scheme, delays can be high.

Pipelining Cyclic Scheduling Algorithm (PCSA)

The operational principle of PCSA is the following. Time is divided into time slots and the slots in the control channel are further divided into n minislots, as is illustrated in Figure 3. The similar structure is used also in the rest MAC protocols of this section. There are N queues at each source node, one for each destination node. To transmit a packet, the first stage is to perform reservation process. The N queues consist of packets that have a reservation and the ones who do not have it. A packet that is to be sent is selected from the N queues according to arbitration algorithm that is based on cyclic scheduling of processing.  To implement a node a fixed transmitter and a tunable receiver are needed for the data channels. Additionally, a fixed transmitter and a fixed receiver are needed for the control channel.


Figure 3: One time slot in PCSA system
Round-Robin with Random Selection (RR/R)

Each node has a fixed transmitter and a fixed receiver for control channel and a fixed transmitter and a tunable receiver for the payload. Each node has N-1 transmit queues, one for each destination node. At the transmitting side, the node visits the queues in the round-robin order. At each slot, a burst from the queue in turn is selected. After the offset time – that is the time it takes from the destination node to tune the receiver to the right wavelength- the burst is sent. If two packets arrive to the destination node at the same time, one of them is randomly chosen to service while the other one is lost. 

Round-Robin with Persistent Service (RR/P)

RR/P is a protocol similar to RR/R. The difference is, RR/P has an extra feature that eliminates destination conflicts. Each node maintains a list of numbers that describe the earliest times at which the destination nodes will be ready. If the variable tells that the packet in the transmit queue cannot be served at the destination, the node waits for the next slot, and then repeats the process. 

Round-Robin with Non-Persistent Service (RR/NP)

RR/NP is similar to RR/P. The only difference is, that while in RR/P the node tries to send a burst in the specific queue until it is successful, in RR/NP it immediately, chooses the next queue, and repeats the process with different bursts.

Round-Robin with Acknowledgements (RR/ACK)

In RR/ACK scheme the node sends a requests in the round-robin order. The destination node the calculated the needed offset and answers to the request. When the node gets the acknowledgement, it can send the burst according to the instructions.

Channels Dedicated Based on Destination Nodes

Synchronous Round Robin (SRR) and Synchronous Round Robin with Reservations (SR3) 

SRR is one of the best MAC protocols for optical rings [5]. Each node is equipped with a tunable transmitter and a fixed receiver. Each node has N-1 transmission queues, one for each receiver. The source node chooses the transmission queue in the round-robin manner. If the queue in turn is empty, the longest queue is chosen instead. 

Synchronous Round Robin with Reservations (SR3) is an enhancement of SRR that allows nodes to reserve slots. Is well suited to proving support for traffic classes with different QoS requirements. Provided very good performance.

Sequential Priority Choice (SPC)

Functions as SRR with one exception. Before choosing the transmission queue, the transmitting node checks, which channels are in use, and which are free. Then the queue is chosen in round-robin manner. However, if the queue is empty or if the channel is in use already, the longest transmitting queue is chosen instead of the queue in turn. Throughput is high and the network is used efficiently. The drawback is that the processing power needed is relatively high

Longest Queue Choice (LQC)

Each node is equipped with a tunable transmitter and a fixed receiver. Each node has N-1 transmission queues, one for each receiver. Before choosing the transmission queue, the transmitting node checks, which channels are in use, and which are free. If channel i is free, queue i can be served. The node selects the first packet of longest transmitter queue that can be served, and sends it. Throughput is high and the network is used efficiently. The drawback is that the processing power needed is relatively high. Additionally, if some queues are always full and a queue has single packet, this single packet is will not be served. 

Other Protocols

Request/Allocation Protocol (RAP)

The time is divided into slots, and each slot is further divided into header and payload parts. The header part contains minislots for requesting and allocating the channels.  The data section contains M data minislots. When a node wants to send, it has to first request for the data minislot and then to wait for the allocation.

 Comparison of the Protocols in Optical Ring Network

A number of MAC protocols are introduced in the previous chapter. The purpose of this chapter is not to repeat the list of the MAC protocols but to discuss about a few of the most interesting alternatives for optical ring networks. 

General Information

In this chapter the MAC protocols of optical rings with the following assumptions are studied:

· Fixed time slots

· Burst or packet switching

· WDM is used

· Each node has N-1 transmit queues, one for each destination

· There are N wavelengths for the data channels

In general, a good MAC protocol is efficient, fair and simple. This means that the protocol has high mean throughput and low mean delay. Additionally, both throughput and delay values should be fairly distributed among different connections. In optical networks it is important that the protocol is simple to implement that is, only a few components are needed, and that the controlling the network is simple, that is the protocol has only a few simple rules. Controlling and monitoring the network is costly in optical networks and should be minimized.

The protocols studied can be classified into the following classes:

· Channels are dedicated based on destination nodes

· A priori

· A posteriori

· Channels are dedicated based on source nodes

Channels Dedicated Based on Destination Nodes

These MAC protocols have a tunable transmitter and a fixed receiver at each node. Using fixed receivers means that destination conflicts are not possible. However, channel collisions are possible. They can be further classified into a priori and a posteriori protocols. In a priori MAC protocols, the transmitting node chooses first the transmit queue, and then sends a packet in that queue. If the channel is in use, no packet can be successfully transmitted. A posteriori protocol monitors first the channels. Then a transmit queue is chosen taken into account, which channels are in use and which ones are free. Thus a posteriori protocol can use the network more efficiently. On the other hand, there are several problems. First, all channels have to be continuously monitored, which means that more sensors are needed. Additionally, a packet has to be sent on-line, which means that the control electronics have to be faster than when a priori access strategy is used. The network controlling and monitoring the network should be minimized, because the processing power is the scarce source in today’s optical networks. Thus, at the moment a priori strategy such as SRR seems to be a good choice for optical networks. However, as the components continuously develop, a posteriori strategies (SPC, LQC) might be a good choice in the near future.

Channels Dedicated Based on Source Nodes

These MAC protocols have a fixed transmitters and a tunable receiver at each node. Thus, there can be destination conflicts, but the channel collisions are avoided. The protocols proposed use all the same network concept. The ring network under study is an optical burst switching network. There are N data channels, and one, common channel control packets. The time slots in the control channel are all divided into N smaller slots. Thus, each control frame contains the control slots of all the nodes. Because of the control channel one fixed extra receiver and one fixed extra transmitter are needed at each node. 

Five protocols RR/R, RR/P, RR/NP, RR/Token and RR/Ack were proposed in [6]. RR/R (Round Robin with Random selection) and RR/Token (Round Robin with Tokens) are the most interesting ones. RR/R has low throughput, but it has very low delay, small buffer requirements and it is both delay and throughput fair. Additionally, it is simple to implement. RR/Token on the other hand has high throughput, and it is throughput fair, which means that different connections obtains the same mean throughput with the same load. The drawbacks of this approach are the relatively long delay.

There is no one MAC protocol over the others. Which one is the best MAC protocol depends on for what purpose is it used. Optical burst switching obtains a possibility to use longer connections, and slower components. At the moment this seems to be a promising alternative, and thus the protocols like RR/R and RR/Token should be studied in more detail. On the other hand promising results [5] have been obtained also with the MAC protocols of optical packet switching network. 

 Conclusions

In this paper these basic requirements of MAC protocols in optical networks are discussed and the MAC protocols proposed for optical packet/burst switching networks are introduced. Additionally, MAC protocols of slotted optical rings are discussed and compared in more detail.  The requirements for the MAC protocol are different in the optical network than in the traditional electronic network. In electronic networks the limiting factor is the bandwidth, while in optical networks there is enough bandwidth and the scare source is the processing power.

There is no one MAC protocol over the others. The best MAC protocol depends on the purpose. Optical burst switching obtains a possibility to use longer connections, and slower components. At the moment this seems to be a promising alternative, and thus the protocols like RR/R and RR/Token should be studied in more detail. On the other hand promising results [5] has been obtained with the MAC protocols of optical packet switching network. In these protocols channels are dedicated based on destination nodes. Today the processing power is the limiting factor, and the network controlling and monitoring should be minimised. Therefore, a priori access strategies such as SRR seem to be a better choice. However, as the components continuously develop, a posteriori strategies (SPC, LQC) might be a good choice in the near future.  
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